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Pfaffian Differential Equation and It's Solutions

Dr. Saad. A. Salama

( Mathematics Department, Faculty of Science, Tobruk University. Libya )

ABSTRACT

The aim of this paper, is to discuss and solve differential equations with one
independent variable and more than one dependent variables, through using
given easy method procedure technique to obtain the best solutions, depending
on the type of the problem.

Keywords: Pfaffian equation, dependent variable, independent variable,
integrability, auxiliary equations, homogeneous equations.

INTRODUCTION

In this paper, we discuss differential equations with one independent variable
and more than one dependent variables.

Pfaffian differential equation (denoted by Pf DE). Letu;, i = 1,2, ...,n
be n functions of some or all of n variables x;, x,, ..., x,.

Then Y ,u;dx; =0 is called a Pfaffian differential equation in n
variables xq, x5, ..., X,.

Total (or single)Differential Equations:

An equation of the form Pdx + qdy + Rdz =0 (D

Where P,Q,R are function of x,y,z is called the single or total
differential equation in three variables x ,y , z.

Equation (1) cab be directly integrated if there exists a function u(x, y, z)
whose total differential du is equal to the left side of (1). In other cases (1) may
or may not be integrable. We now proceed to find the condition which P,Q,R
must satisfy, so that (1) be integrable. This is called the condition of integrability
of the single differential equation (1).

Necessary and sufficient conditions for integrability of the total
differential equation:

Let (1) has an integral ulx,y,z) =c (2)
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Then the total differential du must be equal to Pdx + qdy + Rdz, or to it is
multiplied by a factor. But, we know that

du = (0u/0x)dx + (du/0dy)dy + (0u/dz)dz. 3)

Since (2) is an integral of (1), P,Q,R should be proportional to
ou/dx,0u/dy,du/oz
ou/ox _ du/dy _ o0u/oz
P @ R
AP =0u/dx, AQ =0u/dy and AR =0du/dz. 4)

From the first two equations of (4), we get

P =t =2t = (M) =2 Q)

= A(x,y, z), since.

Therefore

dyox  dxdy  odx \dy
or AT +PT=23t+0d e A(%-3)=0Ff-rP (5)
Similarly A(g—g—g—i)=R%—Q% (6)
and A(g—i—g—i)=Pg—j—R% 7)

By multiplying (5), (6) and (7) by R,P and Q respectively and adding to
each other, it follows that
G- =0 ®

dQ OR R 0P
Par-5) (G -5) +R(5 -5
This is, the necessary and sufficient condition for integrability of the
equation(1).

Sufficient condition: Suppose that the coefficients P, Q, R satisfy the relation (8).
Now it can be proved that this relation gives the required sufficient condition for
the existence of an integral of (1). For this condition it can be shown that an
integral of (1) can be found when relation (8) holds.

We first prove that if we take P; = uP,Q; = uQ , Ry = uR, where p is any
function of x,y and z, the same condition is satisfied by both groups P; ,Q; ,R;

and P, Q, R we have
901 _ Ry 9Q

00, 2 (R o) o _
9z Ay _“az+Qaz ('u6y+R6y)'aSQ1_'uQande_’uR

001 _9Ry _ (90 _OR) | ook _ pow

or 9z ay_'u(az ay)+Qaz Ray 9)
.y dRy 0P, _ (OR QP ou  ou

Similarly 22— 2% = ”(ax aZ)+R *_pt (10)
0Py 001 _ (9P _0Q o _ Hu

and E Cax 1 (ay ax) + Pay Q ox (11)

Multiplying (9), (10) and (11) by P;,Q;,R; respectively, adding, and
replacing P; , Q4 , R, by uP, uQ , uR respectively in resulting R.H.S., we obtain

-0, (- ) o (- 22)

oy ay
=P (G -5) G- +REG -5 =0 (12)
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Now Pdx + Qdy may be regarded as an exact differential. For if is not so,
then Multiplying the equation (1) by the integrating factor (9), (10) and (11) by
u(x,y,z), we can make it so. Thus there is not loss of generality in regarding
Pdx + Qdy as an exact differential. For this the condition is:

dP/dy = 0Q/dx (13)
Let V = [(Pdx + Qdy) (14)
then it follows that P=0V/ox and Q = adV/dy (15)
op _ 9%v a a%v
From (15) 9z 0zox and a_(j = 220y

Using the above relation, (13) and (15), (8) gives
6V(62_V_6R)+6V(6R_62_V) 0 or a_vi(av_R)_a_vi(a_v_R) ~0

ax \azox oay) ' oy \ax odzox ax ay \az ay dx \az
v a [av
» o)
0x 0x \0z =0
or @ 0% _p)| "
dy 0y \oz

This shows that a relation independent of x and y exists between V ands
(0V/0z) —R.

Consequently (dV/dz) — R can be expressed as a function of z and V
alone. That is, we can take (dV/dz) — R = @(z,V) (16)

av av av .
Now. Pdx +qdy + Rdz = de + 5dy + (E — (D) dz, using (14) and (16)
av av av
= (Sdx+ dy+ 2 dz) — @dz = dV — @dz.
Thus (1) may be written as dV — @dz = 0 which is an equation in two
variable. Hence its integration will give an integral of the form
F(V,z) =0,

Hence the condition (8) is sufficient.

Thus (8) is both the necessary and sufficient condition that (1) has an integral.
Theorem: Prove that the necessary and sufficient conditions for integrability of

the total differential equation

A.dr =Pdx +Qdy+Rdz=0isA.curlA=0

Proof: Given A.dr = Pdx+ Qdy +Rdz =0 (17)
Let r=xi+yj+zk sothat dr =dxi+dyj+dzk (18)
and A=Pi+Qj+Rk (19)

Then we see that (17) satisfied by usual rule of dot product of two vectors
A and dr.

Now show that the necessary condition for integrability of (17) is

Pa-m)re-5)r

From vector calculus, we know that

dP  0Q

(— - a) ~0 (20)

ay
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CurlA=(Z—S—Z—§)i+Q(Z—i—Z—§)j+R(Z—§—Z—2)k 21)

Hence, using (19), (21) and applying the usual rule of dot product of two
vectors, the necessary condition (20) may be rewritten as,

A.curl A = 0 as desired.

The conditions for exactness of (1):

The given total differential equation is said to be exact if the following three
conditions are satisfied

0P/dy =0Q/dx, 0Q/0z=0R/dy and OR/dx = dP/0z. (22)

Note that when conditions (22) are satisfied, the conditions for
integrability of equation (1) is also satisfied, for each term of (20), vanishes
identically.

Methods of solving equation (1):

There are several methods of solving (1). We know that (1) integrable when the
following conditions satisfied equation(20).

1) Special Method I Solution homogeneous equation:

The equation (1) is called homogeneous equation if P,Q,R are
homogeneous functions of x, y, z of the same degree.

There are two following working rules to solve such equations.

Working rule L. Solution by use an integrating factor (L.F.):
Step 1: As usual, verify that the given is integrable.

Step 2: Calculate Pdx + Qdy+ Rdz. If it is not equal to zero, then
1/(Pdx + Qdy + Rdz) is taken as LF. (Integrating factor) of the given equation.
I.LF.=1/D, where D = Pdx + Qdy + Rdz.

Step 3: Multiply the given equation by L.F. (1/D) where D denotes denominator
of LF.

Find d(D)i. e. total differential of D. Now add and subtract d(D) from the
numerator.

Write the given equation in the form % =0 or %D) +--=0and
then integrate.
Working rule II: The first method fails when equation (1), in such cases we apply

the following method which is applicable to all homogeneous equations.
Step 1: Do same as done in step 1 of working rule 1.

Step 2: Put x = zu, y =zv sothat dx =udz + zdu and dy = zdv + vdz.
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Substituting these in the given equation two cases may arise.

Case I. if the coefficient of dz is zero, we shall have an equation in only two
variables u and v. By regrouping properly, it can be easily integrated.

Case II. if the coefficient of dz is not zero, then we shall be able to separate z from
u and v. Thus the resulting equation will be of the form
frwv)du+f,(wv)dv
f(uv)

We now denote f(u,v) by D and find d(D). Add and subtract d(D) as
done in step 3 of the working rule 1. Finally we integrate, after integration u and
v are replaced by x/z and y/z respectively so as to get the desired solution in
x,y and z.

+Z=0. (a)

Note. Sometimes integration of (a) is possible without assuming D etc. Hence we
use D only when it helps to integrate equation (a).

Examples:
Example(1): Solve (yz + z*)dx — xzdy + xydz = 0
Sol. Given (yz + z%)dx — xzdy + xydz = 0 ()
Comparing the given equation with Pdx + Qdy + Rdz = 0, we have
P=yz+z?>, Q=-xz, R=xy andlet D= Pdx+ Qdy+ Rdz.
The condition of intgrability is satisfied
Now, D=x(yz+z*)—xyz+xyz=xz(y+2z)#0 (ii)

2 —
Multiplying (i) by integrating factor 1/D, ~ 27 D’“Zdy tydz _ (iif)

Now d(D) =d[xz(y + 2)] = (zdx + xdz)(y + z) + xz(dy + dz)
or d(D)=2z(y+z)dx+x(y+ 2z)dz + xzdy. (iv)
Re-writing, the numerator of (iii)

=d(D) —d(D) + (yz + z?)dx — xzdy + xydz = d(D) — 2xz(dy + dz), by (d).

d(D) _ 2xz(dy+dz) 0 r d(D) _ 2xz(dy+dz)
D - 0 D xz(y+z) -

=~ (iv) becomes

d(D) 2(dy+dz) _
D y+z -

so that 0.

Integrating, logD —2log(y + z) = logc or D = c(y + z)?
or xz(y+z)=c(y+2)? or xz=c(y+2z),
which is the required solution, c being an arbitrary constant.
Verify the usual condition of integrability.
Letx = uz and y = vz sothat dx = udz + zdu and dy = vdz + zdv
Putting these values of x, y, dx, dy in (i), we get

(vz? + z®)(udz + zdu) — uz?(vdz + zdv) + vuz?dz = 0

(w+ 1)z3du —uz3dv + (v + 1uz?dz = 0.
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Dividing by u(v + 1)z3 we get i—u — i—vv + % =0
Integrating, log(u) = log(v + 1) + log(z) = log(c) or uz=c(v+1)
or (x/z)z=c(1+y/z) or xz=c(y+2z) as u=x/z andv=y/z
Example(2):

Solve(2xz — yz)dx + (2yz — xz)dy — (x* — xy + y*)dz =0
Sol: As usual, verify that the given equation is integrable.
Since the given equation is homogeneous, we put
x =uzand y = vz so that dx = udz + zdu and dy = vdz + zdv (i)
Putting these in the given equation, we get

uv? —vz?)(udz + zdu ) + 2Qvz? —uz?)(vdz + zdv)

—(u?z% —uvz? + v2z%)dz =0

or Qu-—v)(udz+zdu )+ Qv —u)(wdz+ zdv) — (u?> —uv +v3)dz =0

or z[Ru — v)du + (2v — u)dv]

+HuRu—-—v) +vQ2v—u) — W? —uw +v?)]dz=0
or z[2udu — (udv + vdu) + 2vdv] + (u? —uv + v?¥)dz = 0
or z[du? —d(uv) + dv?] + W? —uv + v¥)dz =0

Integrating, log((u? — uv + v2) + log(z) = log(c)

or z(uW>*—uw+v?)=c or z XY 2 or x2—xy+y =cz
- z2 z 'z z2) yry =

2) Special Method II use of auxiliary equations:

Computing (1) and (8), we obtain simultaneous equation, known as
auxiliary equations
dx _ dy _ dz (a)
9Q/dz-0R/dy ~ dR/dx-dP/dz  OP/dy-0Q/dx

Letu = ¢; and v = ¢, be two integrals, the following equation
Adu + Bdv =0 (b)

Compare (1) and (b) and thus get values of A and B. Put these values of A
and B in (b) and then integrate the resulting equation. Now substitute the values
of u and v in the relation after integration. We thus obtain the required general
solution.

Note 1: Method II discussed will fail in case the equation (1) in exact, i. e., when
0Q/0z = 0R/dy , OR/0x = 0P/0z and OP/dy = 0Q/0x

Note 2: This method is generally applied when solution by method 1is not
convenient.
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Example: Solve

W2+ yz+z)dx+ (22 +zx + x)dy + (x> + xy + y*)dz =0

Sol. Given
2 +yz+2z3)dx + (2% + zx + x*)dy + (x* + xy + y*)dz =0 (i)
Comparing (i) with Pdx + Qdy + Rdz = 0, we have
P=vy?>+yz+2z? Q=z*4zx+x? R=x*+xy+y? (i)
The auxiliary equations of the given equation are
dx _ dy _ dz
80/9z—8R/dy ~ OR/dx-8P/dz  9P/dy—9Q/dx
dx dy dz

(x+22)—(x+2y) = (2x+y)-(y+22) = (2y+z)-(2x+2)
dx _ dy _ dz

E T x-z - y—x (iii)
Each member of (iii) = Z_(;X:Xd_y:;z_x = dx+?+dz
sothat dx+dy+dz=0
Integrating, xty+z=c=u (iv)
Again, using multipliers z + y, x + z,y + x, each member of (iii)
(z+y)dx+(x+2z)dy+(y+x)dz __ (xdy+ydx)+(ydz+zdy)+(zdx+xdz) _ d(xy)+d(yz)+d(zx)

T G @+ D G- GO 0 0
sothat d(xy) +d(yz) +d(zx) =0 integrating xy +yz+zx=c, =v V)

We now proceed to determine two functions A and B in such a manner so

that given equation (i) becomes identical with Adu + Bdv = 0 (vi)
Using (iv) and (v), (vi) reduces to Ad(x +y+z)+Bd(xy +yz+

zx) =0

or A(dx +dy +dz) + B(ydx + xdy + zdy + ydz + xdz + zdx) = 0

or {A+B(y+2)}dx+{A+B(z+x)}dy+{A+B(x+y)}dz=0 (vii)

Comparing (vii) with (i), we have
A+By+2z)=y*+yz+ z?
(viii)
A+ B(z+x)=2z%+xz+x? (ix)
A+B(x+y)=x*+xy+y? x)
Subtracting (ix) from (viii), we get
By-x) =y’ —x*+z2(y—x) = (y-0X+y+2)
B=x+y+z=uby(iv) (xi)
From (viii) A=y*+yz+22—B(y +2)
=y2+yz+z2—(x+y+2z)(y+2)by(i)
=y2+yz+z%—(y* 4+ 2%+ 2yz+xy + zx)
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Thus, A=—(xy+yz+zx) or A=—-v by(5) (xii)
Using (xi) and (xii), (vi) becomes
—vdu+udv=0 or (1/v)dv = (1/u)du
Integrating log(v) = log(u) +log(c) or v=cu
or xy+yz+zx =c(x +y+ z)by (iv) and (v).

3) General Method III of solving equation (1) by taking one variable as
constant:

Step 1: First verify the condition of integrability.

Step 2: we now treat one of the variables, say z, as a constant i.e.dz = 0, then the
resulting equations is reduced to pdx + qdy = 0. (a)

We should select a proper variable to be constant so that the resulting
equation in the remaining variables is easily integrable. Thus this selection will
vary from problem to problem. The present discussion is for the choice
z = constsnt. For other cases the necessary changes have to be made in the
entire procedure.

Step 3: Let the solution of (a) by u(x,y) = f(z), where f(z) is an arbitrary
function of z. Note that in place of taking merely an absolute constant, we have
taken f(z).This is possible because the arbitrary function f(z) is constant with
respect to x and y. This is in keeping without starting assumption, namely
z = constant. Thus the solution of (a) is of the form

u(x,y) = f(2) (b)
Step 4: We now differentiate (b) totally with respect to x, y, z and then compare
the result with equation (1).

After comparing we shall get an equation in two variables f and z. If the
coefficient of df or dz involve functions of x and y, it will always be possible to
remove them by using (b).

Step 5: Solve the equation got in step 4 and obtain f. Putting this value of f in (b),
we shall get the required solution of the given equation.

Remarks: Many equations can be solved by this method, but the method may be
become tedious in some problems.

We shall apply this method whenever there is no difficulty in solving the
equation obtained by treating one variable as constant.

Examples:
Example(1): Solve  y2z(xcosx — sinx)dx + x*z(ycosy — siny)dy
+xy(ysinx + xsiny + xycosz)dz = 0

Sol. As usual verify that the given equation is integrable. Let z be treated as
constant, so that dz = 0. Then the given equation becomes

y?z(xcosx — sinx)dx + x?z(ycosy — siny)dy = 0
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xcosx—sinx ycosy—siny _ ﬂ w _
or dx + dy =0, d(x)+d(y)—0

x2 y2

Integrating it, % + Si;y = f(z) say )

where f(z) is taken as constant of integration as z is treated as constant.

Differentiating (i), xcosz;ﬂnx dx + ywsi ;Siny dy = f'(z)dz
or  zy?(xcosx — sinx)dx + zx*(ycosy — siny)dy — x*y?zf'(z) = 0 (i)
Comparing (ii) with the given equation, we have

—x%y?zf'(z) = xy(ysinx + xsiny + xycosz)

or -zf'(z) = % + % + cosz = f(z) + cosz, using (i)
or Z—Z + § f=- Cozi which is a linear differential equation.

Its I.F.= e/(1/2)az — ¢log(@) = 7 and its solution is

zf(z) = [z (— COZSZ) dz+c=—sinz+c orz (% + %) = ¢ — sinz using (i).

Example(2): Verify that the following equation is integrable and find its primitive
zydx + (x?y — zx)dy + (x?z — xy)dz = 0
Sol. Given  zydx + (x?y — zx)dy + (x?z — xy)dz =0 o)
Treating x as constant so that dx = 0, (i) reduces to
(x%2y — zx)dy + (x?z — xy)dz =0
or x2(ydy + zdz) — x(zdy + ydz) = 0 (ii)

integrating (ii) and remembering that x is being regarded as constant, we get
(x2/2)(y? + z?) — xyz = f(x), f being an arbitrary function. (iii)

differentiating (iii), we have
xdx(y? + z%) + (x?/2)2ydy + 2zdz) — xydz — yzdx — zxdy = f'(x)dx

or [x(y? + z2) —yz — f'(x)]dx + (x*y — xy)dy + (x*z — xy)dz = 0

comparing the above equation with (i), we have

x(y?+z) —yz—f'(x) =yz or x(y*+2z%) —2yz=f"(x)

or  (*/D)?+z") —xyz=(x/2)xf'(x) or f=(x/2)xf'(x)by (i)
or f=(x/2)x (df/dx) or (1/f)df = (2/x)dx so that f(x) = cx?

Putting this value of f(x) in (iii), the required primitive is

(x2/2)(y?+z%) —xyz=cx? or x?(y?+z%?-2c) = 2xyz.

4) Solution of (1) if it is exact and homogeneous of degree n + 1:

Theorem: xP + yQ + zR = c is the solution of equation (1), when it is exact and
homogeneous of degree n # 1.

Proof: Given solutionis  xP +yQ +zR =c (a)
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Differentiating (a), we obtain
R

P aQ R apP aQ
(P+xa+ya+za)dx+(x5+Q+y5+z5)dy
+(xZ+y2+R+25)dz =0 (b)
Since equation (1) is exact, we have

dP/dy =0Q/0x, 0Q/0z = 0R/dy and OR/0x = dP/0z (©
Using relation (c), (b) may be re-written as

P P P 2Q ) a9Q

(P+xa+y5+25)dx+(Q+xa+y5+z£)dy
R R aR
+(R+xE+yT+255)dz =0 ()

Since equation (1) is homogeneous of degree n, it follows that P, Q and R
are all homogeneous functions of degree n. Using Euler's theorem on
homogeneous functions P(x,y,z), Q(x,y,z) and R(x,y, z) of degree n we get

x(0P/0dx) + y(dP/dy) + z(0P/dz) = nP

x(0Q/9x) +y(0Q/dy) + z(9Q/0z) = nQ (e)
x(0R/0x) + y(OR/0dy) + z(0OR/0z) = nR

and
Using (e), (d) reduces to
(P+nP)dx+ (Q+nQ)dy+(R+nR)dz=0
or (n+1)(Pdx+ Qdy +Rdz) =0
or (Pdx+Qdy + Rdz) =0, asn# —1 sothat (n+1)#0 ®
which is given differential equation and hence (a) is solution of (f) as required.

Example : Solve (x — 3y —z)dx + (2y —3x)dy + (z —x)dz =0

Sol. Given (x —3y —2)dx + 2y —3x)dy + (z—x)dz =0 (i)
Comparing (i) with Pdx + Qdy + Rdz = 0, we have
P=x-3y—z Q =2y —3x and R=z-—x (ii)

(i) is homogeneous equation of degree n = 1 # —1. Also from (ii), we get
(oP/oy) =-3=0Q/ox , (0Q/0z)=0=0R/dy,
(OR/0x) = -1 =0P/0z (iii)

(iii) shows that (i) is exact. Thus, (i) is exact and homogeneous of degree
n = 1 # —1. Hence, solution of (i) is give by xP + yQ + zR =

or x(x—3y—2)+yQRy—-3x)+z(z—x)=c

or x?+2y?+z?—6xy — 2xz = ¢, c being an arbitrary constant.
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